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SYLLABUS 

Class – B.COM/BBA  IV year 

Subject –Advanced Statistical Analysis 

UNIT – I  Theory of Probability and Probability Distributions: 
Approaches to calculation of probability. Marginal, joint and 
conditional probabilities; Probability rules; Bayes theorem; 
Expected value and standard deviation of a probability 
distribution; Standard probability distributions Binomial, 
Poisson, and Normal. 

UNIT – II  Statistical Decision Theory: Decision-making process. Payoff 
and Regret tables. Decision rules under risk and uncertainty; 
Expected value approach and EVPI; Marginal analysis; 
Decision-tree analysis. 

UNIT – III  Sampling Distributions and Estimation: Sampling concepts; 
Types of sampling techniques; Sampling distribution of means 
and proportions; Central Limit Theorem. 
      Point and interval estimation; Properties of a good 
estimator; Confidence intervals for means; Confidence 
intervals for proportions; Sample size determination. 

UNIT IV Hypothesis Testing: Steps of hypothesis testing. One and two-
tailed tests. Type 1 and type IIErrors; Power of a test; 
Calculation and use of p-value. One Sample Tests: Means and 
proportions. 
Two-sample Tests: Tests for difference between means - 
Independent samples, Small samples; Dependent samples; 
Testing of difference between proportions. 

UNIT – V  Analysis of Variance and Non-Parametric Tests: F-test of 
equality of variances; One-factor ANOVA; Chi-square test for 
Independence and for Goodness-of-fit. Sign test, One-sample 
runs test. 
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The Formula for bayes is: 
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Expectation : E(x) =∑ 𝒑𝒊𝒙𝒊 

𝒏
𝒊=𝟏  

 
Variance : var(x) = E(x2) – (E(x))2  
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Unit II 

 

decision making process in statistical decision theory 
 

The decision-making process means the steps people follow to make a choice or solve a problem. It involves 

thinking about options, weighing pros and cons, and picking the best solution.In Statistical Decision 

Theory, the decision-making process involves systematic steps to analyze and choose the best 

course of action in uncertain situations. The process typically includes the following steps: 

1. Define the Problem 

• Clearly identify the decision to be made. 

• Understand the alternatives or choices available. 

2. Identify Objectives 

• Determine the goals or outcomes that the decision aims to achieve. 

• For example, minimizing costs or maximizing profits. 

3. Identify Alternatives 

• List all possible actions or decisions. 

• For instance, choosing between two investment options. 

4. Gather Relevant Information 

• Collect data related to the problem. 

• Include probabilities, costs, benefits, and any prior knowledge. 

5. Model the Problem 

• Use a decision-making framework like decision trees or Bayesian analysis. 

• Define states of nature (uncertain future events). 

• Identify the outcomes associated with each decision. 

6. Assign Probabilities 

• Estimate the likelihood of each state of nature occurring. 

• Use historical data or subjective judgments. 

7. Evaluate Payoffs 

• Assess the benefits or costs associated with each decision and state of nature. 

• Represent these payoffs in a matrix or table. 
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8. Choose a Decision Criterion 

• Select a rule for making the decision, such as:  

o Maximin: Choose the option with the best worst-case outcome. 

o Maximax: Choose the option with the best possible outcome. 

o Expected Value (EV): Choose the option with the highest average payoff based on 

probabilities. 

o Minimax Regret: Minimize the maximum regret across decisions. 

9. Make the Decision 

• Based on the chosen criterion, select the best alternative. 

10. Implement the Decision 

• Put the chosen course of action into practice. 

11. Monitor and Review 

• Evaluate the decision's effectiveness. 

• Update the model if more data or insights become available. 

By following these steps, statistical decision theory helps to make informed decisions under 

uncertainty, balancing risks and rewards systematically. 

 
Payoff table 

A payoff table in statistics is a table that shows the possible outcomes (or payoffs) for different 

decisions under various conditions. It helps in analyzing and comparing options to make better 

decisions, especially in situations involving uncertainty or risk. 

Key Points: 

1. Rows: Represent different decisions or strategies. 

2. Columns: Represent possible future states or events (like success, failure, or market 

conditions). 

3. Cells: Contain the payoffs (profits, costs, or losses) for each decision under each condition. 

Payoff table helps in choosing the decision that gives the best outcome based on probabilities or 
preferences. 
 
 
Regret Tables 
 

regret tables (also called opportunity loss tables) are used in decision-making under uncertainty. A 

regret table shows how much we "regret" not choosing the best possible decision in each scenario. 
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Key Concepts: 

• Regret: The difference between the payoff of the best decision and the payoff of the chosen 

decision for a particular scenario. 

• It helps evaluate the consequences of choosing suboptimal decisions. 

The regret table helps in choosing decisions that minimize the worst-case regret. 
 

Decision rules under risk and uncertainty 

Decision rules under risk and uncertainty are methods used to make choices when outcomes are 

not fully predictable. 

1. Under Risk: Probabilities of outcomes are known. 

o Expected Value (EV): Choose the decision with the highest average payoff, 

considering probabilities. 

o Expected Utility: Accounts for preferences and risk tolerance, choosing based on 

maximum utility. 

o Risk-Adjusted Return: Considers the trade-off between risk and reward. 

2. Under Uncertainty: Probabilities of outcomes are unknown. 

o Maximin Rule: Choose the option with the best worst-case payoff (pessimistic). 

o Maximax Rule: Choose the option with the best possible payoff (optimistic). 

o Minimax Regret Rule: Minimize the maximum regret of not choosing the best 

option. 

o Laplace Criterion: Treat all outcomes as equally likely and choose based on average 

payoff. 

These rules guide rational decision-making when dealing with unpredictable or partially predictable 

situations. 

 
 
 

Expected Value (EV) Approach 

The Expected Value (EV) approach is a decision-making method under risk. It calculates the 

average payoff for each decision, considering the probabilities of different outcomes. The decision 

with the highest EV is preferred. 

 The Expected Value (EV) approach is a decision-making method used when outcomes are 

uncertain but probabilities are known. It calculates the average expected payoff of different choices 

by considering both the probability and the payoff of each possible outcome. 

To apply the EV approach: 

1. List all possible outcomes: Identify the different outcomes for each decision. 

2. Assign probabilities: Determine the probability of each outcome occurring. 
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3. Calculate payoffs: Determine the payoff or value for each outcome. 

4. Multiply probabilities by payoffs: For each outcome, multiply the payoff by its probability. 

5. Sum the results: Add the products of all outcomes to get the expected value. 

 
 

Expected Value of Perfect Information (EVPI) 

EVPI measures the value of having perfect information about future outcomes before making a 

decision. It quantifies how much better decisions could be with certainty. 

 EVPI (Expected Value of Perfect Information) is a concept in decision analysis that 

quantifies the value of having perfect information before making a decision. It represents the 

maximum amount a decision-maker would be willing to pay to eliminate uncertainty in a situation. 

EVPI helps in determining whether acquiring additional information is worth the cost. 

Calculation: 

EVPI is calculated as the difference between: 

• The Expected Value with Perfect Information (EVwPI): The best possible outcome if the 

decision-maker knew the future with certainty. 

• The Expected Value under Risk or Uncertainty (EVuR): The best decision given the 

current level of information. 
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Formula: EVPI = EVwPI - EVuR 

Interpretation: 

• If EVPI is high, it suggests that acquiring more information is valuable. 

• If EVPI is low, it may not be worth investing in more information, as the potential benefit is 

small. 

EVPI helps in making informed decisions about whether to invest in gathering more data. 

 
 
 
 
 
 
 

Marginal analysis  

Marginal analysis is a method used in decision-making to assess the additional benefits and costs of 

a decision or action. It focuses on the impact of making small changes in the quantity or level of an 

activity. 

Key Concepts: 

• Marginal Benefit (MB): The extra benefit gained from consuming or producing one more 

unit of a good or service. 

• Marginal Cost (MC): The extra cost incurred from producing or consuming one more unit. 
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Process: 

• In marginal analysis, decisions are made by comparing the marginal benefit to the marginal 

cost. 

• If MB > MC, it’s beneficial to increase the activity. 

• If MB < MC, it’s better to reduce the activity. 

• The optimal decision occurs when MB = MC, meaning no additional benefits are gained 

from further action, and no extra costs are incurred. 

Marginal analysis is widely used in economics, business, and finance to optimize resource allocation 

and maximize efficiency. 

 

Decision Tree Analysis  

Decision Tree Analysis is a graphical method used in statistics to make decisions under uncertainty. 

It helps visualize possible outcomes and the consequences of different decisions. The analysis 

involves breaking down a decision into a tree-like structure with branches representing decisions, 

outcomes, and probabilities. 

Key Elements: 

• Root: The starting point of the decision process. 

• Branches: Represent possible decisions or events that may occur. 

• Nodes: Points where decisions are made or outcomes are observed. 

• Leaves: Final outcomes or payoffs, often associated with their probabilities. 

Process: 

1. Start with the initial decision at the root. 

2. Branch out by considering possible choices and their outcomes. 

3. Assign probabilities to each branch based on likelihood. 

4. Calculate the expected value at each node, using probabilities and payoffs. 

5. Compare the expected values to make the best decision. 

Decision tree analysis helps identify optimal choices by considering all potential outcomes and 

associated risks. 
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All the items under consideration in any field of inquiry constitute a ‘universe’ or ‘population’. A 
complete enumeration of all the items in the ‘population’ is known as a census inquiry. It can be 
presumed that in such an inquiry when all the items are covered no element of chance is left and 
highest accuracy is obtained. But in practice this may not be true. Even the slightest element of bias 
in such an inquiry will get larger and larger as the number of observations increases. Moreover, 
there is no way of checking the element of bias or its extent except through are survey or use of 
sample checks. Besides, this type of inquiry involves a great deal of time, money and energy. Not 
only this, census inquiry is not possible in practice under many circumstances. For instance, blood 
testing is done only on sample basis. Hence, quite often we select only a few items from the 
universe for our study purposes. The items so selected constitute what is technically called a 
sample. 

The researcher must decide the way of selecting a sample or what is popularly known as the 
sample design. In other words, a sample design is a definite plan determined before any data are 
actually collected for obtaining a sample from a given population. Thus, the plan to select 12 of a 

city’s 200 drugstores in a certain way constitutes a sample design. 
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METHODS OF SAMPLING 
Meaning: - The process of obtaining a sample and its subsequent analysis and interpretation is known 
as sampling and the process of obtaining the sample if the first stage of sampling. 
The various methods of sampling can broadly be divided into: 

i. Random sampling method 
ii. Non Random sampling method   

 
Random Sampling Method  
I Simple Random Sampling: - In this method each and every item of the population is given an equal 
chance of being included in the sample.  
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(a) Lottery Method  (b) Table of Random Numbers 
Merits:  
Equal opportunity to each item.  
Better way of judgment  
Easy analysis and accuracy 
Limitations:  
Different in investigation  
Expensive and time consuming  
For filed survey it is not good 
 
II Stratified Sampling:- In this it is important to divided the population into homogeneous group 
called strata. Then a sample may be taken from each group by simple random method.  
Merit:- More representative sample is used.  
Grater accuracy  
Geographically Concentrated 
Limitations: Utmost care must be exercised due to homogeneous group deviation. In the absence of 
skilled supervisor sample selection will be difficult.  
 
III Systematic Sampling:- This method is popularly used in those cases where a complete list of the 
population from which sampling is to be drawn is available. The method is to be select k th item from 
the list where k refers to the sampling interval.  
Merits: - It can be more convenient. 
Limitation: - Can be Baised. 
 
IV Multi- Stage Sampling: - This method refers to a sampling procedure which is carried out in several 
stages.  
Merit: - It gives flexibility in Sampling 
Limitation: - It is difficult and less accurate 
Non Random Sampling Method:-  
I. Judgment Sampling: - The choice of sample items depends exclusively on the judgment of the 

investigator or the investigator exercises his judgement in the choice of sample items. This is an 
simple method of sampling.  

II. Quota Sampling: - Quotas are set up according to given criteria, but, within the quotas the 
selection of sample items depends on personal judgment.  

III. Convenience Sampling: - It is also known as chunk. A chunk is a fraction of one population taken 
for investigation because of its convenient availability. That is why a chunk is selected neither by 
probability nor by judgment but by convenience.  

 
Size of Sample:- It depends upon the following things:-  
Cost aspects. The degree of accuracy desired. Time, etc. Normally it is 5% or 10% of the total 
population. 
 
Limitation of overall sampling Method:-  
Some time result may be inaccurate and misleading due to wrong sampling.  
Its always needs superiors and experts to analyze the sample.  
It may not give information about the overall defects. In production or any study.  
It Becomes Biased due to following reason:- 
(a) Faulty process of  selection  
(b) Faulty work during the collection of information  
(c) Faulty methods of analysis etc.  
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STEPS IN SAMPLE DESIGN 

 

While developing a sampling design, the researcher must pay attention to the following points: 

 

 

 

Type of universe: 

The first step in developing any sample design is to clearly define the set of objects, technically 
called the Universe, to be studied. The universe can be finite or infinite. In finite universe the 
number of items is certain, but in case of an infinite universe the number of items is infinite, i.e., 
we cannot have any idea about the total number of items. The population of a city, the number of workers in 
a factory and the like are examples of finite universes, whereas the number of stars in the sky, listeners of 
a specific radio programme, throwing of a dice etc. are examples of infinite universes. 

 

Sampling unit: 

A decision has to be taken concerning a sampling unit before selecting sample. Sampling unit may 
be a geographical one such as state, district, village, etc., or a construction unit such as house, flat, 
etc., or it may be a social unit such as family, club, school, etc., or it may be an individual. The 
researcher will have to decide one or more of such units that he has to select for his study. 

 

Source list: 

It is also known as ‘sampling frame’ from which sample is to be drawn. It contains the names of all 
items of a universe (in case of finite universe only). If source list is not available, researcher has to 
prepare it. Such a list should be comprehensive, correct, reliable and appropriate. It is extremely 
important for the source list to be as representative of the population as possible.  

 

Size of sample: 

This refers to the number of items to be selected from the universe to constitute a sample. This is a 
major problem before a researcher. The size of sample should neither be excessively large, nor too 
small. It should be optimum. An optimum sample is one which fulfills the requirements of 
efficiency, representativeness, reliability and flexibility. While deciding the size of sample, 

Type 
of universe

Sampling 
unit

Source list
Size of 
sample

Parameters 
of interest

Budgetary 
constraint

Sampling 
procedure
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researcher must determine the desired precision as also an acceptable confidence level for the 
estimate. The size of population variance needs to be considered as in case of larger variance 
usually a bigger sample is needed. The size of population must be kept in view for this also limits 
the sample size. The parameters of interest in a research study must be kept in view, while deciding 
the size of the sample. Costs too dictate the size of sample that we can draw. As such, budgetary 
constraint must invariably be taken into consideration when we decide the sample size. 

 

Parameters of interest: 

In determining the sample design, one must consider the question of the specific population parameters which 
are of interest. For instance, we may be interested in estimating the proportion of persons with some 
characteristic in the population, or we may be interested in knowing some average or the other measure 
concerning the population. There may also be important sub-groups in the population about whom 
we would like to make estimates. All this has a strong impact upon the sample design we would 
accept. 

 

Budgetary constraint: 

Cost considerations, from practical point of view, have a major impact upon decisions relating to 
not only the size of the sample but also to the type of sample. This fact can even lead to the use of 
a non-probability sample. 

 

Sampling procedure: 

Finally, the researcher must decide the type of sample he will use i.e., he must decide about the 
the items for the sample. Infact, this technique or procedure stands for the sample design 
technique to be used in selecting itself. There are several sample designs (explained in the pages 
that follow) out of which the researcher must choose one for his study. Obviously, he must select 
which, for a given sample size and for a given cost, has a smaller sampling error. 

 

CRITERIA OF SELECTING A SAMPLING PROCEDURE 

In this context one must remember that two costs are involved in a sampling analysis viz., the cost 
of collecting the data and the cost of an incorrect inference resulting from the data. Researcher 
must keep in view the two causes of incorrect inferences viz., systematic bias and sampling error. A 

systematic bias results from errors in the sampling procedures, and it cannot be reduced or 
eliminated by increasing the sample size. At best the causes responsible for these errors can be 
detected and corrected. Usually a systematic bias is the result of one or more of the following 
factors: 
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1. Inappropriate sampling frame: 

If the sampling frame is inappropriate i.e., a biased representation of the universe, it will result in a systematic 
bias. 

 

2.Defective measuring device: 

If the measuring device is constantly in error, it will result in systematic bias. In survey work, 
systematic bias can result if the questionnaire or the interviewer is biased. Similarly, if the physical 
measuring device is defective there will be systematic bias in the data collected through such a 
measuring device. 

 

3.  Non-respondents: 

If we are unable to sample all the individuals initially included in the sample, there may arise 
a systematic bias. The reason is that in such a situation the likelihood of establishing contact or 
receiving a response from an individual is often correlated with the measure of what is   estimated. 

 

4.Indeterminancy principle: 

Sometimes we find that individuals act differently when kept under observation than what they do 
when kept in non-observed situations. For instance, if workers are aware that somebody is 
observing them in course of a work study on the basis of which the average length of time to 
complete a task will be determined and accordingly the quota will be set for piecework, they 
generally tend to work slowly in comparison to the speed with which they work if kept unobserved. 
Thus, the indeterminacy principle may also be a cause of a systematic bias. 

 

5.Natural bias in the reporting of data: 

Natural bias of respondents in the reporting of data is often the cause of a systematic bias in many 
inquiries. There is usually a downward bias in the income data collected by government taxation 
department, whereas we find an upward bias in the income data collected by some social 
organisation. People in general understate their incomes if asked about it for tax purposes, but 
they overstate the same if asked for social status or their affluence. Generally in psychological 
surveys, people tend to give what they think is the ‘correct’ answer rather than revealing their true 
feelings. 
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CHARACTERISTICS OF A GOOD SAMPLE DESIGN 

From what has been stated above, we can list down the characteristics of a good sample design 
asunder: 

(a)Sample design must result in a truly representative sample. 

(b)Sample design must be such which results in a small sampling error. 

(c)Sample design must be viable in the context of funds available for the research study. 

(d)Sample design must be such so that systematic bias can be controlled in a better way. 

(e)Sample should be such that the results of the sample study can be applied, in general, for the 
universe with a reasonable level of confidence 
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Unit IV 
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UNIT - V 

CHI-SQUARE TEST 

 
Degrees of freedom (df)  =( n-1),  where n is the number of classes  
 
Analysis of Variance (ANOVA) 

  

Purpose 

1) The reason for doing an ANOVA is to see if there is any difference between groups on some variable. 

2) For example, you might have data on student performance in non-assessed tutorial exercises as well 
as their final grading. You are interested in seeing if tutorial performance is related to final grade. 
ANOVA allows you to break up the group according to the grade and then see if performance is 
different across these grades. 

ANOVA is available for both parametric (score data) and non-parametric (ranking/ordering) data. 

 

Types of ANOVA 

One-way between groups 

The example given above is called a one-way between groups model. 

You are looking at the differences between the groups. 

There is only one grouping (final grade) which you are using to define the groups. 

This is the simplest version of ANOVA. 

This type of ANOVA can also be used to compare variables between different groups - tutorial 
performance from different intakes. 

 

One-way repeated measures 

A one way repeated measures ANOVA is used when you have a single group on which you have 
measured something a few times.  

For example, you may have a test of understanding of Classes. You give this test at the beginning of the 
topic, at the end of the topic and then at the end of the subject. 

You would use a one-way repeated measures ANOVA to see if student performance on the test changed 
over time. 
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Two-way between groups 

A two-way between groups ANOVA is used to look at complex groupings. 

For example, the grades by tutorial analysis could be extended to see if overseas students performed 
differently to local students. What you would have from this form of ANOVA is: 

The effect of final grade 

The effect of overseas versus local 

The interaction between final grade and overseas/local 

Each of the main effects are one-way tests. The interaction effect is simply asking "is there any 
significant difference in performance when you take final grade and overseas/local acting together". 

 
Use of Multivariate Analysis in Research 
1) Many statistical techniques focus on just one or two variables. Multivariate analysis (MVA) 
techniques allow more than two variables to be analysed at once. Multivariate statistical analysis refers 
to multiple advanced techniques for examining relationships among multiple variables at the same 
time. Researchers use multivariate procedures in studies that involve more than one dependent 
variable (also known as the outcome or phenomenon of interest), more than one independent variable 
(also known as a predictor) or both. Upper-level undergraduate courses and graduate courses in 
statistics teach multivariate statistical analysis. This type of analysis is desirable because researchers 
often hypothesize that a given outcome of interest is effected or influenced by more than one thing. 
2) Multiple regression is not typically included under this heading, but can be thought of as a 
multivariate analysis. 
3) Commonly have many relevant variables in market research surveys 
– E.g. one not atypical survey had ~2000 variables 
– Typically researchers pore over many crosstabs 
– However it can be difficult to make sense of these, and the crosstabs may be misleading 
• MVA can help summarise the data 
– E.g. factor analysis and segmentation based on agreement ratings on 20 attitude 
statements 
• MVA can also reduce the chance of obtaining spurious results 
Multivariate Analysis Methods 
• Two general types of MVA technique 
– Analysis of dependence 
• Where one (or more) variables are dependent variables, to be explained or 
predicted by others 
– E.g. Multiple regression, PLS, MDA 
– Analysis of interdependence 
• No variables thought of as “dependent” 
• Look at the relationships among variables, objects or cases 
– E.g. cluster analysis, factor analysis 

 


